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    2. Non-Physical Features
We want to determine whether or not 
contemporary housing prices are affected 
by non-physical house related features, 
such as the status of the renter or hosts and 
qualitative description attached for a listing. 
With this goal, we seek to better understand 
current property market in relation to 
non-traditional brick and mortar factors and 
construct a nuanced strategy on how to 
further create value out beyond the physical 
build of a property.

The Data Source 
We obtained our data from the Airbnb housing 
dataset provided on Kaggle. The dataset selected is 
a great simulation of the market condition - rational 
actors, no monopolies, etc. -  that is needed for us to 
make a fair expected value calculation. The dataset 
contains 74,111 properties and 29 columns. It has a 
series of relevant information, that caters to our 
investigative goal:

● physical features of the property, including 
its type and number of bedrooms

● rental information, such as whether or not 
it’s on a per room basis or whether or not it 
has a cancellation policy

● host information, such as whether or not 
he/she is verified

● location information by city and GPS.
The data also span across 9 years from 2008 to 
2017 in 6 major US cities.

Paper Flow 
This paper will start off with a section of exploratory 
data analysis focusing on the inferences of the 
secondary goals, followed by a process of detailed 
model construction where we will employ standard 
modelling and evaluation strategies. The report will 
conclude with a final interpretation of results and 
recommendations to relevant stakeholders in the 
industry.

 

Motivation
“How much is my property worth?” is a recurring 
question in the space of real estate. Finding 
competitive pricing for property leasing and sales is 
essential to both households and businesses in the 
advent of needs such as relocation or simply 
seeking an alternative revenue stream as property 
holders.

The Opportunity
In this paper, our team seeks to explore a new way 
to approximate the best price for a property by 
using predictive tools. Our objective is to obtain a 
model that can output an “expected market value” of 
a property based on some features and fields 
(physical or non-physical). We believe this 
generalized approximation can be done by training 
the model on open market data and pricing points of 
past openly traded properties. We see the “expected 
market value” as not only a reference point for the 
value of the house, but also a point of opportunity for 
undercutting the market, thereby gaining a 
competitive advantage over other competitors.

Secondary Objectives 
Apart from the aforementioned primary goal of 
constructing a predictive model to gauge the 
expected market value of a property, we also carry 
two secondary goals that we examine in the project.

 
1. Influences Across Years

We want to examine the factors affecting 
property prices, specifically regarding how 
they’ve changed over recent years and 
across different metropolitan areas. With 
this goal in mind, we anticipate an 
opportunity to forecast the future trend of 
the property industry and offer tailored 
recommendations to future property 
owners.
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I. Abstract



Homeowners aren’t able to price their 
houses at a satisfactory level

The housing market is extremely saturated
Two-thirds of adult Americans own houses. Just as 
Airbnb becomes more popular, so too does the 
number of listings increases. The consumer will 
often have their pick of comparable properties to 
rent. 

Adverse selection and asymmetric information 
results in homeowners constantly dropping their 
prices. In other words, renters may believe that the 
houses available aren’t as good as those that are 
unavailable, resulting in lower demand and prices in 
the process.

It is easy to miss out on profit margins if the listing 
is not optimally priced. With experience, listers 
would likely gain a better understanding of the 
market and best pricing strategies. So, inexperienced 
entrants to the housing market will lose out to 
veterans as they lack the same background 
knowledge. Since determining the optimal price for 
properties can be challenging, property owners will 
feel less inclined to lease out their homes if the 
costs begin to outweigh the benefits and if they don’t 
know the worth of their own properties.

Although 60% of potential housing income comes 
from the type of property, location, and amenities, 
40% comes from implementing an effective Airbnb 
pricing strategy. As such, it’s crucial that 
homeowners understand their property’s value.

There are issues with Airbnb’s pricing 
model that prevent lessors from 
maximizing property values

Airbnb currently offers two methods for pricing 
homes; however, both have drawbacks, leaving 
potential for a better model to be introduced. 

Smart Pricing
Using Airbnb’s smart pricing method, property 
owners can determine their house’s value based on 
the current trends of the housing market. This 
method has two flaws: firstly selecting the market 
based price offers no competitive edge to the seller, 
so it is likely not the best profit margin. Secondly, 
allowing Airbnb to determine price takes away 
homeowners’ ownership over the Pricing Point. 

Manual Pricing
Airbnb offers a manual pricing method, where it 
recommends a range from which the seller should 
list their house. However, this suggested range is 
usually extremely wide and imprecise - sometimes 
around $500 - imposing huge fluctuations to the 
property value.
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II. Problem Description
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According to Guesty, a house renting advice website, 
there is an expectation for the host to stay relevant 
and competitive by comparing similar Airbnb listing in 
their area. However the definition of similarities may 
be ambiguous as there are multiple facets 
customers can consider.

To address this ambiguity, we try to address the 
following:

1. Can we do better than the offerings Airbnb 
give right now - can we provide homeowners 
with a greater opportunity to best the 
market?

2. Are there factors unrelated to the house that 
can boost a property’s value?

Ultimately, can we tweak some of these variables to 
bring up the competitive pricing of a house?

Macroeconomic trends show big changes 
in the housing market in the past few years

Customers have started developing a perception that 
“house prices never fall”. Such trend has only 
become more apparent as house prices continue to 
increase. 

Despite this, mortgage rates are also on the rise, 
indicating homeowners’ willingness to spend and 
borrow more. 

More millennials are entering the housing market, 
with the generation bringing in an average, but 
sturdy, household income of around $88,200.

Financial stability is under greater pressure with the 
current pricing trends. In fact, housing prices have 
risen at the third-fastest rate in history over the past 
several years.

In this report, we will also attempt to analyze and 
verify these macroeconomic trends with respect to 
Airbnb rental prices.

II. Problem Description



Data Overview and Basic Features

As aforementioned, our dataset was obtained from 
Kaggle with 74,111 properties and 29 columns. Every 
row was an actual property listed on Airbnb, with 
posting dates ranging from 2008 to 2017. All prices 
included are the last observed price on the website, 
presuming it will be around the time of the last 
review.

The dataset was extremely comprehensive, with the 
four buckets outlined earlier in the Abstract. The 
specific columns included in each buckets are 
outlined below:
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III. The Dataset

Preliminary Feature Engineering
Since we are focused on modelling prices of new 
houses, we did not include a handful of features, 
including number of reviews, review score rating, 
host since, first review and last review. However,  on 
top of the existing features from the raw data source, 
we performed some preliminary transformations to 
make the data more comprehensive and 
model-building friendly:

● Exploded the amenities from a string 
encoded list to one hot encoded column

● Used mean-based-imputation for the small 
amount of NAs (in accomodation and # of 
bedrooms) in continuous variables

● Used majority-based-imputation for the 
small amount of NAs in categorical variables

● Extracted length of title and description for 
every listing

● Extracted title and description sentiments 
(using syuzhet package) for every listing

● Extracted # of capitalized letters in the Title
● Extracted frequently used words from all of 

the descriptions (top 100)
● One hot encoded all categorical variables 

(neighborhoods, cities and etc)

This iteration of data preparation left us with 1046 
expanded variables. This will create serious issues 
when it comes to making preliminary graphical 
analysis and hypothesis along with a burdensome 
modelling process later on.

Thus to achieve a more effective EDA and predictive 
modelling process,  we decided to perform 
dimension reduction for the main facets of our 
variables: physical features (200 + variables), words 
(100 variables), and neighborhoods (600+ variables)

Description Rental 
Information

Host 
Information

Location 
Information

Property_type title_length host_respons
e_rate

city

room_type descrip_length host_has_pro
file_pic

neighbourhood

bathrooms title_caps latitude 

bed_type title_sentiment longitude

bedrooms desc_sentiment

beds instant_bookable

accommodates host_identity_veri
fied

number_of_revi
ews

cleaning_fee

review_scores_r
ating

cancellation_polic
y

first_review

host_since

last_review



Descriptive Words
To better condense the linguistic based variables, we 
also performed a PCA on words, specifically looking 
for highly concurrent words within the property 
description. We ended up extracting the top two 
interpretable components which accounted for 15% 
of the variations. The components are listed below:

Labeled Components
● Room Based Description (words include: 

beds, rooms and etc)
● Location Based Description (streets, apart, 

parks)

We also tabulated some common descriptive words 
that were among the 100 most frequently appearing 
set of words. For each listing, we created an index 
based on the number of descriptive words present in 
each description. The selected descriptive words are 
listed below:

Descriptive Words

In doing so, we condensed our semantic based 
features from 100 down to only 3.

Dimension Reduction

Physical Information

We first performed a Principal Component Analysis 
(PCA) on the physical features of the house (e.g. # of 
beds and amenities), to reduce unwanted variations. 
We extracted the top 6 interpretable components 
(25% of the variations) and labeled these Principal 
Components based on the variables with the highest 
loading score.The components nicely aligned into 
the following 6 interpretable and uncorrelated 
features:

Labeled Components
● Cooking (Influenced by variables such as 

Refrigerator, Cooking Basics and Stove) 
● Size_and_basics (Influenced by variables 

such as accommodates and beds)
● Comfort_and_space (Influenced by variables 

such as smooth pathway to front door and 
wide doorway)

● Ease_of_access (Influenced by variables 
such as Elevator and Wide Entry Way)

● Bath_and_Toiletries (Influenced by variables 
such as Hand Soap and Bath Towels)

● Privacy (Influenced by variables such as 
Private Rooms and Lock on bedroom door))
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III. The Dataset



Neighborhood
To effectively collapse the dimension of 
neighborhoods, we had to find a way to creatively 
summarize relevant information contained by the 
“Neighborhood”.

By the end, we came up with 2 ways to numerically 
transform the previously categorical representation.

The first method was to represent the neighborhood 
by its distance to the city center. This contains 
information that is more closely related to 
geography. We presume that city-center is likely to be 
the area that is most crowded/expensive. 
Conversely, suburban areas should be presumably 
less “busy” and “hot”.

The specific city center that we have chosen are as 
follows:

City Based Coordinates
DC 38.8977° N, 77.0365° W (WHITE HOUSE)
NYC 40.7527° N, 73.9772° W (GRAND CENTRAL)
SF 37.7946° N, 122.3999° W (FINANCIAL DISTRICT)
BOS 42.3557° N, 71.0572° W (DOWNTOWN)
LA 34.0687° N, 118.3228° W (CENTRAL LA)
Chicago 41.8786° N, 87.6251° W (THE LOOP)

The second method was to represent neighborhood 
in a singular number containing number of previous 
listing (active listing posted prior to a new posting) 
in the corresponding neighborhood. This serves as a 
proxy for the demand or simply the usage of Airbnb 
in the area, which is independent from its actual 
location. We believe this could be a good way to 
supplement the distance formula above since 
geographical locations or distance to city center can 
not be a catchall for popularity of a location in and of 
itself.

Final Filtering

As we prefaced in the abstract, we chose Airbnb as 
our dataset since we believe that listings on the site 
are likely to be priced at market value. However, we 
don’t believe all listings on Airbnb are necessarily 
priced this way. This assumption exists solely for 
listings that have 1) been on the market for a while, 
and 2) been through transactions. As opposed to 
getting it right from the start, these listings have 
likely undergone iterations of corrections to land on 
the price they are at today. 

As such, from here onwards, we filtered out houses 
with fewer than 3 reviews and placed them into a 
holdout set. These listings are filtered due to their 
low presumed transaction volume. There is no 
guarantee that these houses are priced at market 
condition, since they have not been frequently 
transacted. By excluding these properties, our 
dataset includes only houses we believe to be priced 
according to the market. 

Final Dataset

Location Information
Two dimension reduced variables that describes the 
location of the house along with five dummy variable 
for the housing city.

Physical Information
Six dimension reduced variables that describe the 
physical nature of the house. These variables include 
features that are difficult to change in terms of cost 
and time.

User Based Information
22 variables that include amenable information 
about the house, including sentiment and words in 
the title and description, fees, host identity and 
response time.
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III. The Dataset



Observation 2
Title length, description length and description 
sentiment all have rather positive relations with the 
housing price as well

Hypothesis 2: We believe that this may be a sign that 
the wording attached with the house may possibly 
affect housing prices. We hypothesize that the effect 
will be positive due to the power of marketing. 

Observation 3
Overall, while there seems to some association seen 
between the user based features and the housing 
price, they don’t appear to be strongly correlated

Hypothesis 3: We believe that this may shed light to 
our second problem statement. We hypothesize that 
user based features will not be significant under a 
linear setting but may be significant in non-linear 
models, such as ensembles or trees.

Prices throughout the years

Renting prices appear rather unstable prior to 2015, 
likely due to the fact that the samples (or Airbnb 
listings) were significantly smaller by then as well. 
As prices stabilize, the housing price actually 
showed a small, decreasing trend as the years 
progressed.

We are interested in diving deeper through the years 
where the prices were stable in order to better 
understand whether this change in price is solely 
affected by market trends instead of changing 
consumer preference. We hypothesize that both 
may have been at play.
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User Based Features

We will start this analysis by exploring some 
pairwise correlations that exists among user-based 
features.

Some general associations that can quickly be 
observed: Cancellation related Policies are mutually 
negative as you can’t really have more than one kind 
of cancellation policy. Description Length is strongly 
linked with sentiments, likely due to repeated use of 
positive words in the listing description. Cleaning 
fee, description length and host response rate are 
closely associated - we think this may be a proxy for 
the degree of host attention and engagement. For 
example, more engaging or ”caring” hosts are likely 
to be more concerned with areas listed above

We also dove into the relationship of these features 
and our target variable, arriving at three main 
observation and hypothesis.

Observation 1
Interestingly, having a high cleaning fee and strict 
cancellation policy seem to positively relate with 
price, while having a flexible policy actually 
negatively correlates with the price

Hypothesis 1: There may be some external factors 
carried over in those factors that serve as proxies for 
the “class” of the house. We hypothesize this trend to 
diminish as we control for factors like amenities.

IV. EDA



Pricing 

On the most, pricing partly echoes the trends for 
listings. For areas like San Francisco and 
Washington D.C., housing prices are rather evenly 
distributed across most regions, while it’s much 
more expensive in the central areas of New York and 
Boston.

Chicago and Los Angeles, on the other hand, appear 
to have more coastal listings, where prices seem 
significantly more expensive compared to those in 
the inner part of the cities. 

Overall, while there does exist city wide similarities 
for specific city pairings like LA and Chicago 
(Coastal Zone), SF and Boston(Spread), and, NY and 
Boston (Dense Central Areas), we hypothesize that 
geography does have an impact on Airbnb rental 
prices.
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We wanted to further explore the intersection of 
geographical locations with the overall Airbnb 
Ecosystem in terms of pricing and listing. 

Listing

On the listing side, it appears that while LA has the 
smallest density of listings, it has the widest reach 
across the board all over the city. San Francisco and 
Washington D.C. each has a wide spread of listings 
across whole areas with not one particular zone 
standing out tremendously 

New York and Boston, on the other hand, are much 
more concentrated in terms of where the listings 
tend to be located - it is much denser at the center of 
these cities and sparse on the outskirts.

IV. EDA
Listings and Geographical Locations

Chicago

LA SF

DC 

NY

Boston 

Height of bar refers to # of listings
Color refers to prices



Word Based Indexes

Next we went ahead and explored the relationships 
of the different semantic features we engineered and 
examined how they related to housing prices

The effects seem less pronounced compared to 
those of the physical components; however, the 
directions of the effect are quite interesting. We also 
formulated two more observation and hypothesis 
pairings in light of this.

Observation 1
Descriptive Words and Room Based Words both 
seems to have positive relationships with housing 
prices.

Hypothesis 1: We hypothesize that this trend will 
persist - our rationale is that descriptive words and 
room based words are more appealing to the intrinsic 
needs and wants of the customers.

Observation 2
Location based words seem to have a negative 
relationship with housing prices.

Hypothesis 2: while the trend is quite strange, we 
believe this trend will also persist. Our rationale is that 
location based words in general don’t add additional 
value to the house in most cases but may instead 
significantly decrease value if the location of the 
property appears suboptimal.

Physical Principal Components

We then proceeded to explore the relationship of the 
different physical principal component and prices.

Overall, it seems like there are varying relationships 
between these components and the actual housing 
price. In line with that, we formulated two main 
observation and hypothesis pairing from this 
relationship

Observation 1
Bathroom, space, cooking and size related physical 
features appeared rather strongly & positively 
correlated with housing price, appearing as positive 
slopes with small confidence interval.

Hypothesis 1: This seems rather likely, given that all 
those features would seem rather crucial for any 
renter and are indeed useful amenities that makes the 
house more complete and appealing to live in.  We 
hypothesize that the above features will remain 
positive in later analyses.

Observation 2
Surprisingly, ease of access and privacy in particular 
seem to be features that negatively relate to the 
price of interest.

Hypothesis 2: We hypothesize that this relationship 
may be due to the trade-off attached to these 
choices. Perhaps higher privacy may indicate that this 
is a shared room or a smaller compartment, causing 
this trend to be negative. We hypothesize that this 
trend could be different after controlling for other 
variables.
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IV. EDA (continued)



Models

We experimented with four higher level machine 
learning models to develop the best algorithm for 
price predictions.

Relaxed LASSO: building on top of a regular 
regression, LASSO regression works by adding bias 
(penalizing coefficients) to create a sparser model to 
better estimate testing errors. However, the 
implemented bias may reduce the ability to predict. 
Relaxed lasso resolves this by applying regular 
regression to the shrunken variables from LASSO to 
construct the final model. 

We performed a 10-fold Cross Validation to tune 
lambda to perform the feature selection, and fitted 
the final linear regression model based on the 
selected variables.

Random Forest: Random Forest is an algorithm that 
generates many uncorrelated deep decision trees to 
preserve low bias while decreasing variance through 
averages. Random forest has historically performed 
well in terms of prediction accuracy

We used 10-fold Cross Validation to tune the mtry 
and number of trees parameter of RF. The final 
model has 14 as the mtry parameter and 450 as the 
ntree parameter. The out of bag, mean squared 
prediction error was 0.483 on the logged price.
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V. Models

Neural Network: The new and popular algorithms 
designed to recognize patterns, interpreting sensory 
data by labeling or clustering raw inputs. Neural 
network is now the golden standard in the industry in 
terms of prediction ability.

We used a validation set along with training data to 
tune the final model. The CV Mean Absolute Error 
was 104 on the actual price of the house.

XGBoost: XGBoost is an implementation of gradient 
boosting for decision trees algorithm, optimized for 
speed and performance. A gradual, additive model is 
generated, with decision trees added to minimize the 
loss function.

We used 10-fold Cross Validation to tune the 
nrounds and learning rate parameter of XGBoost. 
The final model has 14 as the mtry parameter and 
450 as the ntree parameter. The XGB has a CV MSE 
Prediction Error of  0.486 on the logged price

All the models were then evaluated in the final 
validation set of 5000 observations that was split 
from the training data at the very start of the 
process.



Test Results

The final evaluation on the test data was evaluated 
on the mean squared error and the mean absolute 
error of the actual housing price. The results are:

From the above, we find that random forest is a more 
accurate predictor than XGBoost, which is more 
accurate than relaxed LASSO, which in turn is more 
accurate than the Neural Network model.

The results in general seems to restrict the price to a 
rather smaller range than what Airbnb normally 
suggests. We see this as an improvement, directly 
resulting from our model.

Furthermore, we wanted to not only more 
quantitatively investigate the different factors 
affecting housing price, but also verify our second 
objective.

Important Variables

The Physical components do appear superior in 
terms of significance. In fact, both Random Forest 
and XGBoost ranked the physical component at the 
top seven in information gain.

Location variable were significant according to 
LASSO and the information gain criteria of Random 
Forest. This result not consistent when using 
boosting tree.

Model MAE MSE

Relaxed Lasso $75 $188

Random Forest $62 $136

Neural Network $102 $187

XGBoost $63 $138
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V. Results

Selected user based features of sentiments and 
identities did appear significant in LASSO selection 
and the ensemble models. Furthermore, we tested 
the F-statistics for the model with and without user 
based feature and obtained an F Score of 84, and a 
p-value of <0.001, leading us to conclude that user 
based feature does matter.

Specific Feature Findings

We also found some specific information regarding 
interesting features that we have observed:

Houses with more amenities and perks are pricier to 
rent: it’s like comparing furnished with unfurnished 
apartments: the more completed and in someway 
invested the house, the more valuable homeowners 
believe their property is.

San Francisco appears to be the most expensive 
city to rent houses in: Housing prices in SF are some 
of the most expensive in the world. This residual also 
then  resulted in this city having higher rent prices to 
compensate

People prefer long title and high description 
sentiments: These in general appeals more to 
public’s mindset when making a purchase speaking 
to the effect of marketing on consumers

Size and basics, privacy, and bath and toiletries are 
the 3 most important variables: Customers prioritize 
openness and completion of houses so they don’t 
get bored or have to shop. Privacy also does seem to 
be directionally negative, similar to our hypothesis 
earlier.

Overall, these findings generally adhere to our 
hypothesis in the exploration slides. Details can be 
found in the appendix. 



Observation 1
Amenities such as Bathroom and Toiletries, Comfort 
and spaciousness, and Cooking affiliated features 
have all gone down in effect over the past four years, 
with particular emphasis on 2017.

Interpretation 1: We believe this may be due to the 
completeness of these amenities in more houses, 
diminishing its uniqueness in value. 

Observation 2
Chicago, LA, and SF prices have all gone through a 
parabolic shift, peaking in 2017.

Interpretation 2: We believe this may be explained by 
the reversal of rental saturation, starting with an 
increase in listing, which pushed down prices, and 
matures the price is backup as a result of growing 
supply and demand.

Rationale

To answer our third objective, we performed a 
regular regression on the data partitioned by the 
year when the house was last reviewed. 

We are specifically interested in seeing whether or 
not consumer preferences have changed with 
regards to particular domains/features of the house.

The graphic above presents factors that we’ve 
compiled, which show a significant effect throughout 
the four years. This analysis led to four main 
observation; each of which we provided with our own 
interpretation.

12

VI. Interpretation



Overall
Putting all the observations and interpretation 
together, we believe that there have been some 
interesting macro changes in consumer behavior 
with regards to housing preferences. We think these 
trends are generally adhering to what we expect the 
market to be, and the trends will likely to continue in 
the long term. That is to say that basic amenities are 
going to start losing more effect as they become 
more commonplace, while host response rate and 
the like are likely going to increase in importance as 
time goes by.

We don’t see physical information losing value as it 
still remains the main component of the house. As 
prefaced, however, the user decided feature may 
become just as important as other features, such as 
amenities.

Observation 3
Host identity, host response rate, and bookability 
have all increased in effect over the past years.

Interpretation 3: This could be explained by the 
increasingly valued factor of convenience in the 
context of electronic services - people want things 
quickly.

Observation 4
Size and basics also increased in effect, with a big 
jump from 2015 to 2016 and is parallel to what we 
observe for people less inclined to opt for private 
houses.

Interpretation 4: The use of Airbnb has evidently 
grown and has been more frequently used in 
different regards, such as bigger party travels. We 
believe diversity in usage contributed strongly to this 
observed trend, with an increasing emphasis on 
house size.
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VI. Interpretation



Impact Assessment

We will quickly examine how our model could play 
out in the real world by trying to predict the value of 
the houses on the holdout set, which includes the set 
of houses that have fewer than three reviews. The 
results obtained are as follows:

Evidently, for these houses, the actual value for all 
listed seems to be higher than their predicted value 
by about $20. We believe this may have strongly 
attributed to these houses not performing well on 
the market. With this algorithm, we believe this 
situation could be remedied and fixed quite easily.

Conclusion.

While there are some key features (i.e. size and 
basics) that are inflexible and cannot be changed. To 
conclude our analysis, we want to offer a couple of 
advice regarding how to optimize for the value of a 
house:

1. Always offer basic amenities
2. Dedicate time into writing a good description

Because we performed this analysis with PCA, only 
variables with high variance are chosen. However, we 
want to note that there are some features that are 
fundamentally necessary to own in a house, such as:
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VII. Conclusion

While these features are not mentioned in the 
analysis before, we believe they are nonetheless 
essentials for a listing, simply because it’s become 
so integrated in people’s everyday lives.

Next Steps and Recommendations:

We believe this report offers a solid general 
framework on approaching the renting price 
modelling issue; however, we do think it can be 
further improved.

We recommend future studies to look into including 
more features that more precisely represent 
geographical locations - such as number of houses 
nearby, and residential vs commercial - to provide 
more insight to the state of the district.

We believe that it will also be a good step to analyze 
what could be done to decompose the image 
attached with each listing. We believe the quality of 
the picture is quite essential to how a customer 
perceives the listing. Including some information on 
the image could help with both the predictive power 
and the recommendation that this paper seeks to 
provide.
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